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ABSTRACT
It is widely accepted that the required return on investment is regarded as the weighted average cost of capital. This method for deciding whether an investment should be executed is theoretically appropriate in only a few models, such as the Modigliani and Miller (1963) hypothesis. In a capital structure model that includes bankruptcy costs and agency costs, this study calculates the required return from the model. We examine difference between the WACC computed from data and the required return estimated from the model. This study also shows that the pecking order hypothesis holds for investment financing in optimal capital structure.
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1. Introduction

This study calculates the required return on investment in a corporate capital structure model. The required return on investment is a cut-off rate or a hurdle rate when deciding whether an investment is executed or not. If a firm employs the IRR method for its decision-making, it adopts investment opportunities for which their internal rates of return are above their required return. When a firm uses the NPV method, the required return determines a discount rate to compute its net present value.

For brevity we begin by summarizing an investment decision that depends on the IRR method. In the explanation that uses the NPV method, some details must change, but the same basic argument holds. In the IRR method, a rate of return on investment is expected. A simple example is useful to clarify the matter. Suppose that immediately after executing an investment of $100, a firm predicts the increase in earnings before interest and tax (EBIT) at $20. Then the expected rate of return is 20%, and the after-tax return is expressed as \((1 - \tau) \times 20\%\), where \(\tau\) is a corporate tax rate. It is now common sense among business and academic circles that the required return to be compared with this return is the weighted average cost of capital (WACC), defined as

\[
C_{\text{tax}} = \frac{S_L}{V_L} \rho_S + \frac{B}{V_L} (1 - \tau) \rho_B,
\]

where \(S_L\) is an equity value, \(B\) is a debt value, and \(V_L\) is a firm value. \(\rho_S\) is the cost of capital on equity, which is usually computed through the CAPM. \(\rho_B\) is the cost of capital on debt. Instead of the required return on debt-holders, an average borrowing rate the firm incurs is substituted into \(\rho_B^1\).

If a firm is listed on a stock exchange, the value of the required return through Equation (1) is calculated from data on firm's stock prices and financial reports. We can get it with minimal difficulty, as if it were decided exogenously outside the firm. Whether this method preserves theoretical consistency, however, depends on a particular model. Intuitively speaking, this is the Modigliani and Miller (1963) model, which assumes corporate income tax. \(^2\) When you extend your model to consider a factor that Modigliani and Miller (1963) did not assume, its logic fails. The dominant evolving theories discredit the hypothesis that Modigliani and Miller (1963) derived. Several factors that the MM hypothesis did not include --- for example, the financial distress costs, the bankruptcy costs, and the agency costs --- are widely recognized among business and academic circles. If you extend Modigliani and Miller (1963) to adding the bankruptcy costs and the agency costs in order to explain actual capital structure, then the required return that should be compared with \((1 - \tau) \times 20\%\) is no longer an exogenous value given by \(C_{\text{tax}}\) in Equation (1). It is necessary to endogenously calculate the required return.
through a capital structure model. If you adhere to using $CC_{tax}$ your investment decision can be suboptimal. The purpose of this paper is to compare $CC_{tax}$ and the required return from the model.

Unless they are different, $CC_{tax}$ approximates the required return. We can say that the WACC, which is popular in practice, is a convenient method to get the true value of the required return. But if they differ distinctly, there is no validity of regarding $CC_{tax}$ as the required return. In this paper, the capital structure model on which the required return depends extends a bankruptcy cost model to including agency costs. Under this model, we calibrate a value of the required return as a rate of return below which existing shareholders have a loss on firm's investment. This computation shows how different the required return is from $CC_{tax}$ for numerical examples and actual firms.

The sample we employ in this paper consists of more than 500 firms, which are listed on the Tokyo Stock Exchange among manufacturing industries. Although $CC_{tax}$ and the required return from the model move together to some extent, their co-movement is not very strong. There is a period when $CC_{tax}$ is 20% larger than the estimated required return in terms of sample averages. Since $CC_{tax}$ overestimates the required return on investment for some firms, using the WACC is not always adequate.

The method for computing the required return from the model reveals an interesting characteristic of investment financing; compatibility of the optimal capital structure theory and the pecking order hypothesis. Although these are considered as conflicting opinions, the model of this paper shows that a firm has an optimum in corporate capital structure. When adding an investment to the firm, the pecking order hypothesis appears in financing the investment. We can say that the pecking order hypothesis can be derived in the optimal capital structure model. This is another characteristic of this paper. The reason is as follows.

If a capital structure model has homogeneity of degree one with respect to firm's size, the investment strategy that maintains constant return to scale seems to be optimal. In this case, the required return is equal to firm's earnings ratio. However, when a firm maximizes the wealth of shareholders, this strategy is not always optimal, depending upon how it finances the investment. We assume that cash to execute the investment is raised from outside investors. The investment that makes a firm purely scaled up must issue a mix of new debt and new equity, the proportion of which is the same as the corporate capital structure. As long as old debt-holders do not make a loss, this pure scaling-up strategy is optimal. On the contrary, the firm can give old shareholders greater gains at the sacrifice of the old debt-holders, issuing more debt in financing the investment. New debt exceeding the pure scaling-up case dilutes the value of old debt and
increases the wealth transfer from old debt-holders to shareholders. As a result, the required return on investment becomes smaller than the firm's earnings ratio. Therefore, even if a capital structure model has constant return to scale, the pure scaling-up investment strategy is not necessarily optimal when a firm can issue securities without any restriction.

How to finance an investment changes the required return. An investment opportunity, which otherwise would be rejected, might be executed because shareholders are compensated with the wealth transfer from old debt-holders. The required return on investment decreases by the wealth transfer. Maximizing the wealth transfer through all debt financing minimizes the required return. When financing an investment, all debt is preferred to the mix of debt and equity. Even if the firm has the optimal capital structure, the pecking order hypothesis can hold for investment financing.

However, there is a financing pattern other than the pecking order hypothesis in this model. Unless the probability of firm's bankruptcy increases for all debt financing, no wealth is transferred from old debt-holders to shareholders. Then the mixed issuance of debt and equity which reflects the optimal capital structure might be preferable to all debt. Strictly speaking, whether the pecking order hypothesis holds or not depends on parameters a firm faces. Although both of them exist for actual firms, the pecking order hypothesis outnumbers the mixed issue.

This paper clarifies two aspects about the investment decision. One is to investigate whether the WACC is valid for the required return on investment. The other is that investment financing results in the pecking order hypothesis under the optimal capital structure model. There are many studies in economics that focus on investment. Hayashi (1982) is the most comprehensive among traditional theories. In the meantime, introducing uncertainty, continuous time models, which began with Dixit and Pindyck (1994), develop dynamic strategy to make an investment decision. The efforts of integrating these streams are completed in Bolton, Chen, and Wang (2011), where issues of corporate finance have not yet been included sufficiently. Continuous time modeling about various kinds of agency costs as well as investment has now become very popular through tentative studies of Leland (1998) and Morellec (2004). Models that deal with investment explicitly and discuss effects of financing on it in terms of agency costs are Giat, Hackman, and Subramanian (2010), DeMarzo, Fishman, He, and Wang (2012), and Hackbarth and Mauer (2012).

These studies in recent years depend on sophisticated frameworks and provide us with refined analyses. But it cannot be denied that due to their features they might be difficult to come in contact with firm's decision-making. As to the method of the investment decision, which is taught in common in American universities and prevails in practice, implication of these studies
is not obvious. It is not evident that these studies interpret consistently traditional corporate finance viewpoints. On the contrary, since this paper uses a simple one-period model, what it means is straightforward, and we can reply to problems mentioned above.

This study explains a model of capital structure in Section 2, where we do not consider firm's investment explicitly. In Section 3, adding investment to the model, we provide the method for calculating the required return, and investigate how a firm should finance investments. We show some simulation results in Section 4 and apply the method to actual firms in Section 5. Section 6 presents the conclusion.

2. A Model of Capital Structure

2.1. Valuation of Equity and Debt

We begin with a basic model, the purpose of which is to derive optimal capital structure at the outset. This is a one-period model. At the beginning of a period, a firm is founded and issues debt and shares of stock. The firm purchases assets and starts up in business. Investors are debt-holders and shareholders. The person who makes the decisions for the firm is a manager who works on behalf of the shareholders. At the end of the period when the firm is liquidated, EBIT over the period and proceeds from the sale of assets are distributed among the investors. The values of equity and debt issued at the beginning are denoted as $S_L$ and $B$. The sum of $S_L$ and $B$ is a firm value $V_L$. $V_L$ also represents the value of assets the firm holds at the beginning, because we assume that the firm purchases them with all the funds it raises.

In this study, the debt, which is a senior claim, promises a payment $L$ to debt-holders at the end of the period. $L$ consists of the principal and interest of the debt. The sum of the EBIT and the liquidation value is $\bar{Z}$, which is firm's cash flow distributed to debt-holders and shareholders at the end of the period. $\bar{Z}$ is a random variable that follows a normal distribution $\mathcal{N}(\mu_z, \sigma_z)$. $\mu_z$ is an expected value and $\sigma_z$ is standard deviation. If a realized value $Z$ of $\bar{Z}$ is greater than $L$, the firm pays $L$ to the debt-holders first, then corporate income taxes, and finally the residual is paid to the shareholders as dividends. However, if $Z$ is less than $L$, the firm is in default and goes bankrupt. Then bankruptcy costs that amount to $K$ are incurred. This study assumes bankruptcy costs to be proportional to the firm value, $K = kV_L$.

Suppose that the corporate income tax is an asymmetric type of tax loss offset provisions. Asymmetric income tax is such that taxable income is charged at the rate of $\tau$ if and only if it is positive. If taxable income is negative, the tax payment is zero. Taxable income is calculated as $Z - V_L - (L - B)$, where $Z - V_L$ is earnings from business activities, and $L - B$ is a deductible interest expense. When $Z$ is greater than $V_L + L - B$, the tax payment amounts to
When \( Z \) is less than \( V_L + L - B \), the tax payment becomes zero since the taxable income is negative.

Shareholders' cash flow at the end of the period, \( \tilde{Q}_{LS} \), is formulated as

\[
\tilde{Q}_{LS} = \begin{cases} 
\tilde{Z} - L - \tau(\tilde{Z} - V_L - (L - B)) & \text{for } Z \geq V_L + L - B, \\
Z - L & \text{for } V_L + L - B > Z \geq L, \\
0 & \text{for } L > Z.
\end{cases}
\]  

(2)

Since shareholders have limited liability, \( S_L = V_L - B > 0 \), this means that \( V_L + L - B \) is always greater than \( L \). There are three equations for \( \tilde{Q}_{LS} \), depending on whether \( \tilde{Z} \) is greater than \( V_L + L - B \) or \( L \). The first of Equation (2) is the case where the taxable income is positive; there is no bankruptcy. In the second of Equation (2), the taxable income is negative, but the firm does not go bankrupt. The third describes the case where the firm goes bankrupt. Then \( \tilde{Z} \) belongs to the debt-holders, and the shareholders get nothing.

Debt-holders' cash flows are represented as \( \tilde{Q}_{LB} \), the formula for which depends on whether the promised payment to debt, \( L \), is greater than the bankruptcy costs, \( K \). In the case where \( L > K \), \( \tilde{Q}_{LB} \) is

\[
\tilde{Q}_{LB}^{(L>K)} = \begin{cases} 
L & \text{for } Z \geq L, \\
\tilde{Z} - K & \text{for } L > Z \geq K, \\
0 & \text{for } K > Z.
\end{cases}
\]  

(3)

The superscript shows \( L > K \). When \( Z \geq L \) debt-holders receive the promised payment \( L \). When \( Z \) is less than \( L \), the firm goes bankrupt, and \( \tilde{Z} \) belongs to the debt-holders who incur the bankruptcy costs \( K \). If \( Z \) is less than \( K \), debt-holders' cash flow from the firm becomes zero because of their limited liability.

In the case of \( K \geq L \) the formula for \( \tilde{Q}_{LB} \) becomes

\[
\tilde{Q}_{LB}^{(K\geq L)} = \begin{cases} 
L & \text{for } Z \geq L, \\
0 & \text{for } L > Z.
\end{cases}
\]  

(4)

This second equation represents the bankruptcy case where there is no cash flow because of the bankruptcy costs and the limited liability.

The equity value \( S_L \) and the debt value \( B \) at the beginning of the period are derived from their cash flows at the end of the period. This study employs the CAPM in pricing securities. The certainty equivalent approach of the CAPM can be applied to their valuation:

\[
S_L = \frac{E(\tilde{Q}_{LS}) - \lambda \text{cov}(\tilde{R}_M, \tilde{Q}_{LS})}{1 + R_F},
\]  

(5)
where $R_F$ is a riskless interest rate, $\tilde{R}_M$ is the rate of return on the market portfolio, and $\lambda = \frac{\mathrm{E}(\tilde{R}_M) - R_F}{\sigma(\tilde{R}_M)^2}$.

The means and covariance in Equations (5) and (6) are computed through partial moment formulas for the normal distribution $N(\mu_Z, \sigma_Z)$. Their expressions appear in Tsuji (2012).

2.2. Modeling the Agency Costs of Debt

The valuation of equity and debt in Section 2.1 is premised on the CAPM, which depends on the assumption that investors have perfect information in capital markets. The agency costs are caused by managerial discretion or investment distortion after a firm issues its security. Thus, we assume that capital markets are perfect, at least when securities are issued. Other studies about agency costs also assume that investors have perfect information in capital markets at the beginning of a period. For example, Leland (1998) and Morellec (2004) employ continuous time pricing models for security valuation, taking agency costs into account. This model adopts the CAPM instead of continuous time models.

At the beginning of a period, a manager and all investors equally expect a correct probability distribution of $\tilde{Z}$, which means perfect information. Their expectation is reflected in the parameters: $\mu_Z$, $\sigma_Z$, and $\mathrm{cov}(\tilde{R}_M, \tilde{Z})$. We know from the means and covariance of Equations (5) and (6) that $S_L$ and $B$ are functions of several parameters: $L$, $\mu_Z$, $\sigma_Z$, $k$, $\tau$, $\lambda$, $R_F$, and $\mathrm{cov}(\tilde{R}_M, \tilde{Z})$. What the manager is able to control directly in his/her decision making is assumed to be $L$, $\mu_Z$, and $\sigma_Z$. We focus on them in this model. The equity and debt values are denoted as

$$S_L = S_L(L, \mu_Z, \sigma_Z),$$

$$B = B(L, \mu_Z, \sigma_Z).$$

The firm value is the sum of these values and is defined as

$$V_f(L, \mu_Z, \sigma_Z) = S_L(L, \mu_Z, \sigma_Z) + B(L, \mu_Z, \sigma_Z).$$

How does this model account for managerial discretion, which causes the agency costs? The model reflects what the manager does in the probability distribution parameters, $\mu_Z$ and $\sigma_Z$. Needless to say, $\mu_Z$ and $\sigma_Z$ might be observable, but cannot be verified even if a realized
value $Z$ is verifiable. After issuing securities, he/she can operate the firm aligned with his/her own target, so that $\mu_Z$ and $\sigma_Z$ attain the most advantageous value. These are not the best for investors. On the other hand, anticipating the manager's decision after issuing securities, the investors correctly forecast the values of $\mu_Z$ and $\sigma_Z$ that he/she will select. This is the meaning of “perfect information” in this model. While the manager might guarantee these values, his/her promises are not enforceable and not trusted by the investors because they are not verifiable. Investors evaluate securities, predicting the values of $\mu_Z$ and $\sigma_Z$ that he/she will choose in line with his/her objective.

The model in this study explicitly considers agency costs between debt-holders and shareholders. Hereafter, we designate them as the agency costs of debt. When discussing the agency costs of debt, a manager is assumed to be a faithful agent for shareholders. This model assumes that his/her objective is to maximize the wealth of shareholders. Then the incentives of asset substitution and debt overhang give rise to the agency costs. With regard to asset substitution, even if it reduces EBIT, the manager can use a business strategy that increases firm's risk enough to increase the equity value. Debt overhang makes the manager abandon a business strategy that improves the EBIT but that might decrease the equity value owing to leakage into debt.

If a firm is unleveraged, asset substitution and debt overhang do not arise, and all the strategies that increase the EBIT are used. The result of this decision making by the unleveraged firm is the expected value of its cash flow, $\omega_Z$. On the other hand, if the firm is leveraged and has to pay $L$ at the end of a period, $L$ makes $\mu_Z$ lower than $\omega_Z$ due to these incentives. Hence $\mu_Z$ is regarded as a function of $\omega_Z$ and $L$. For the brevity of this model, we assume that $\mu_Z$ is a linear function of $L$ through the incentives that cause the agency costs:

$$\mu_Z = \omega_Z - \alpha L, \quad \alpha > 0,$$

where $\alpha$ means the decline in $\mu_Z$ from $\omega_Z$ with a unit increase of a debt burden. So $\alpha$ is the marginal effect of the agency costs of debt.

At the beginning of a period, the manager chooses firm's capital structure to maximize the firm's value. The capital structure is derived from $L$, under which he/she decides to maximize cash the firm raises from capital markets:

$$L^* = \arg \max_L \{S_Z(L, \mu_Z, \sigma_Z) + B(L, \mu_Z, \sigma_Z)\}. \quad (8)$$

Next, during the period just after the beginning, the manager behaves so as to maximize the equity value. With the firm taking more risk in managements, the equity value increases to the detriment of the debt value. Through the incentive of this asset substitution, he/she chooses $\sigma_Z$, the value of which leads to the maximization of $S_F$.\footnote{8}
In sum, the optimal decision making strategy for the manager is to decide the values of these three parameters, \( L^* \), \( \mu^*_Z \), and \( \sigma^*_Z \), which satisfy Equations (7), (8), and (9). We denote these solutions as \( L^* \), \( \mu^*_Z \), and \( \sigma^*_Z \). The manager favors their values the most, carrying out his/her objective. Then investors can price the securities, perfectly knowing them. Rewrite the simultaneous equations, thus:

\[
\begin{align*}
\frac{\partial}{\partial \sigma_Z} S_L(L^*, \mu_Z^*, \sigma_Z^*) &= 0, \quad (10) \\
\frac{\partial}{\partial L} V_L(L^*, \mu_Z^*, \sigma_Z^*) &= 0, \quad (11) \\
\mu_Z^* &= \omega_Z - \alpha L^*. \quad (12)
\end{align*}
\]

Although \( L^* \), \( \mu^*_Z \), and \( \sigma^*_Z \) are endogenously decided with the equations, new exogenous parameters, \( \omega_Z \) and \( \alpha \), have appeared. Thus, by formulating the agency costs, the equity, debt, and firm valuations become functions of \( \omega_Z \) and \( \alpha \):

\[
\begin{align*}
S_L = S_L(\omega_Z; \alpha; L^*, \mu_Z^*, \sigma_Z^*), \\
B = B(\omega_Z; \alpha; L^*, \mu_Z^*, \sigma_Z^*), \\
V_L = V_L(\omega_Z; \alpha; L^*, \mu_Z^*, \sigma_Z^*).
\end{align*}
\]

2.3. A Numerical Example

This model cannot be solved analytically. In order to know features of the model, we have to depend on a numerical solution method. Here we explain a numerical example on which the model is to be solved.

We assume a one-period model where one period is a long term (for example, 10 years). A cash flow at the end of a period, \( \tilde{Z} \), is the sum of EBIT for 10 years and the liquidation value of assets. One of the basic parameters to which we give a numerical value is \( \omega_Z \), which is the cash flow at the end of the period when the firm is unleveraged and when there are no agency costs. Another parameter is \( \alpha \), which is the marginal effect of the agency costs. We assume that \( \omega_Z \) is 50 and that \( \alpha \) is 0.2.

For other parameters, the bankruptcy cost parameter \( k \) is 0.4, and the corporate income tax rate \( \tau \) is 0.45. Parameters related with capital markets are \( E(\tilde{R}_M) = 0.11 \), \( \sigma(\tilde{R}_M) = 0.18 \), and \( R_F = 0.06 \) if they are denoted as a one-year standard, and \( \text{corr}(\tilde{R}_M, \tilde{Z}) = 0.2 \). The value of 11% for \( E(\tilde{R}_M) \) is the condition under which one period equals one year. Since this model assumes one period to be 10 years, this value must be converted to \( (1.11)^{10} \), which is equal to 1.839. That is, \( E(\tilde{R}_M) = 1.839 \) in the case of one period equals 10 years. For evaluating the expected rate of return and the riskless rate, the numerical value obtained after the conversion is
employed. For standard deviation, $\sqrt{10}$ is multiplied by a one-year value. After these conversions, $\lambda$ becomes 3.236.

The numerical example is summarized in Table 1. With the exogenous variables given, endogenous variables are computed from this model. $\mu^*_L = 47.41$, $\sigma^*_L = 23.66$, and $L^* = 12.93$ are solutions of the simultaneous equation system, Equations (10), (11), and (12). Values of $S_L$, $B$, and $V_L$ under these solutions are also written. $DR$ is the debt ratio $B/V_L$. $ROA$ is a firm’s earnings ratio calculated from

$$R_{ROA} = \frac{\mu^*_L - V_L}{V_L},$$

(13)

where $\mu^*_L$ includes total earnings during 10 years. $ROA$ in the table is converted from $R_{ROA}$ into the case of a one-period equals one year standard. In the numerical example the earnings ratio is 11.44%, which is the before-tax value.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>A Numerical Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exogenous Variables</strong></td>
<td></td>
</tr>
<tr>
<td>$\omega_L$</td>
<td>$a$</td>
</tr>
<tr>
<td>50.0</td>
<td>0.2</td>
</tr>
</tbody>
</table>

| **Endogenous Variables** | | |
| $\mu^*_L$ | $\sigma^*_L$ | $L^*$ | $S_L$ | $B$ | $V_L$ | $DR$ | $ROA$ |
| 47.41 | 23.66 | 12.93 | 10.51 | 6.42 | 16.93 | 0.379 | 0.1144 |

(Note) An optimal triad, $\mu^*_L$, $\sigma^*_L$, and $L^*$, which maximizes $S_L$ and $V_L$ and which makes Equation (12) hold, is provided for exogenous variables in the table. The equity value $S_L$, the debt value $B$, and the firm value $V_L$ are computed under the optimal triad. $E(\tilde{\omega}_M)$, $\sigma(\tilde{\omega}_M)$, and $R_F$ are numbers in the case of one period equals one year. $\lambda$ is computed after these are converted to the case of one period equals 10 years. $\omega_L$, $\mu^*_L$, $\sigma^*_L$, and $L^*$ are numbers in the case of one period equals 10 years. $DR$ is the debt ratio $B/V_L$. $ROA$ is the earnings ratio, which is the before-tax value. $ROA$ converts $R_{ROA}$ computed by Equation (13) to the case of one period equals one year.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Changes in $\omega_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_L$</td>
<td>$\mu^*_L$</td>
</tr>
<tr>
<td>40.0</td>
<td>37.93</td>
</tr>
<tr>
<td>45.0</td>
<td>42.67</td>
</tr>
<tr>
<td>50.0</td>
<td>47.41</td>
</tr>
<tr>
<td>55.0</td>
<td>52.15</td>
</tr>
<tr>
<td>60.0</td>
<td>56.90</td>
</tr>
</tbody>
</table>

(Note) This table presents simulation results when $\omega_L$ is changed from 40.0 to 60.0. Parameters other than $\omega_L$ are the values of Exogenous Variables in Table 1. See the footnote of Table 1.

The numerical example exhibits a feature of this model, scale homogeneity. Table 2 confirms that a firm is homogeneous of degree one with respect to $\omega_L$. For example, if $\omega_L$ increases
from 50 to 60, where new $\omega_Z$ is 1.2 times as large as the old one, then all variables such as $\mu^*_Z$, $\sigma^*_Z$, $L^*$, $S^*_D$, $B$, and $V^*_L$ increase by 1.2 times. Ratios like $DR$ and $ROA$ keep the same values. The scale homogeneity depends on assuming that Equation (12) is linear. It is unknown whether $\mu^*_Z$ is linearly related to $\omega_Z$ and $L^*$. If the relation is quadratic, the homogeneity disappears. Although this is not necessary in the model, the assumption of homogeneity provides us with a special case that is useful in modeling firm's investment.

3. Modeling Corporate Investment

3.1. Required Return on Investment: A Basic Form

In this section, corporate investment is added onto the basis of the model described in Section 2. It is assumed that new investment opportunities appear suddenly just after a firm has begun doing business. Should the firm realize these opportunities? In order to decide whether or not to execute investment, the firm has to know the required return on investment. How is this computed? We offer it through calculation, relying upon the model.

Now, it is necessary to assume that an investment opportunity appears suddenly and that investors and the firm do not know about it when the firm issues securities for the foundation. Since capital markets are perfect at the beginning of a period, the opportunity must be reflected in security valuation, and the investment must be included in the firm's decisions for starting up business. If so, however, we cannot study corporate investment explicitly because it is impossible to separate one investment decision from others. Although a dynamic model might overcome this problem, it makes calculation too complicated to be workable. In order to account for corporate investment in the framework of this simple one-period model, we must depend on this assumption, which may be unusual.  

All the cash obtained through the issues at the beginning has already been used for the purchase of assets, and the firm has no money for the investment. The amount of investment that must be newly raised from investors is $I$. $I_B$ of this $I$ is debt issuance and remaining $I_S$ is equity issuance. So $I = I_S + I_B$. $I$ is assumed to be exogenously given. This model is able to optimally decide the proportion of debt to equity with the amount of investment $I$ given. For a while, in order to simplify our discussion, we also assume $I_S$ and $I_B$ to be exogenous.

The model in Section 2 represents the case where the firm has no investment. Superscript \((0)\) is added to variables to indicate explicitly the no-investment case. The expected cash flow at the end of a period for an unleveraged firm is $\omega^*_Z$. The parameter that represents the effect of the agency costs is $\alpha$. Both of them are exogenous for the leveraged firm. Simultaneous equations to be solved are:
where $L^{s(0)}$, $\mu^{s(0)}_Z$, and $\sigma^{s(0)}_Z$ are solutions of the equations. Then, firm's business is such that a cash flow at the end is randomly distributed on $N\left(\mu^{s(0)}_Z, \sigma^{s(0)}_Z\right)$. In addition, the firm promises $L^{s(0)}$ to debt-holders. As a result, the values of equity and debt are $S^{(0)}_L$ and $B^{(0)}$:

$$
\begin{align*}
S^{(0)}_L &= S_L\left(\omega^{(0)}, \alpha; L^{s(0)}, \mu^{s(0)}_Z, \sigma^{s(0)}_Z\right), \\
B^{(0)} &= B\left(\omega^{(0)}, \alpha; L^{s(0)}, \mu^{s(0)}_Z, \sigma^{s(0)}_Z\right).
\end{align*}
$$

An investment opportunity suddenly appears just after the firm has started up business. If the firm implements the investment, the distribution of the cash flow is changed to $N\left(\mu^{s(1)}_Z, \sigma^{s(1)}_Z\right)$. Superscript $^{(1)}$ indicates that investment is executed. Since the firm issues new debt, the promised payment to debt-holders at the end is also altered to $L^{s(1)}$. The perfect information in capital markets informs investors of these changes immediately. Hence new values of equity and debt are $S^{(1)}_L$ and $B^{(1)}$.

The parameters in the case of investment are $\mu^{s(1)}_Z$, $\sigma^{s(1)}_Z$, and $L^{s(1)}$. They are constrained by the agency costs of debt. First, the incentive of the asset substitution requires $\sigma_Z$ to maximize

$$
\sigma^{s(1)}_Z = \arg\max_{\sigma_Z} S_L\left(I^{s(1)}; \mu^{s(1)}_Z, \sigma_Z\right)
$$

Next, through the linear relationship caused by the agency costs of debt, $\mu^{s(1)}_Z$ is related to $\omega^{(1)}_Z$, which is the expected cash flow when the unleveraged firm executes the same investment.

The relationship shown in Equation (12) is rewritten as

$$
\mu^{s(1)}_Z = \omega^{(1)}_Z - \alpha L^{s(1)}.
$$

There is no guarantee that this $\alpha$ remains unchanged after the investment is implemented. We assume that the $\alpha$ is the same regardless of investment. Lastly, $L^{s(1)}$ is concerned with financing the investment. Under these constraints, the values of equity and debt, $S^{(1)}_L$ and $B^{(1)}$, are functions in this manner:

$$
\begin{align*}
S^{(1)}_L &= S_L\left(\omega^{(1)}, \alpha; L^{s(1)}; \mu^{s(1)}_Z, \sigma^{s(1)}_Z\right), \\
B^{(1)} &= B\left(\omega^{(1)}_Z, \alpha; L^{s(1)}; \mu^{s(1)}_Z, \sigma^{s(1)}_Z\right).
\end{align*}
$$

Since the investment needs to finance $I_B$ with debt, the debt valuation is
The second term on the left side is the value that belongs to old debt-holders just after the new debt $I_B$ is issued. New debt-holders have the same priority as the old ones, and both of them claim $L_s^{(1)}$ in sum. $L_s^{(1)}$ is evaluated as $B^{(1)}$, which is divided between the new debt-holders and the old ones with proportions of \(1 - \frac{L_s^{(0)}}{L_s^{(1)}}\) and \(\frac{L_s^{(0)}}{L_s^{(1)}}\). Since rational investors pay $I_B$ for the value of \(1 - \frac{L_s^{(0)}}{L_s^{(1)}}\)\(B^{(1)}\), Equation (16) holds. The value of old debt \(\frac{L_s^{(0)}}{L_s^{(1)}}B^{(1)}\) does not always maintain the original $B^{(0)}$. When the former is smaller than the latter, the old debt-holders lose their money.

The amount of the equity issue is $I_S$ when the investment is implemented. What is the relation of equity values concerning the investment? If the investment is profitable, the wealth of old shareholders must increase because of capital gain. When the investment is not executed, the price of a share of stock is $P_s^{(0)}$, and the outstanding number of shares is $n_s^{(0)}$. Then, the equity value is $S_l^{(0)} = n_s^{(0)}P_s^{(0)}$. When the investment is executed, the share price is $P_s^{(1)}$ and the outstanding number is $n_s^{(1)}$. Since the issued price of new equity is $P_s^{(1)}$, the number of new shares is $I_S/P_s^{(1)}$. The next equation is developed.

That is, the equity value under the investment, $S_l^{(1)}$, is decomposed into three parts: 1) the original equity value without the investment, $S_l^{(0)}$: 2) the value of the newly issued shares owned by new shareholders, $I_S$: and 3) the benefit to old shareholders owing to capital gain of the original shares, $n_s^{(0)}(P_s^{(1)} - P_s^{(0)})$. When the firm is operated in the interest of old shareholders, the investment is executed if and only if $P_s^{(1)}$ is larger than or equal to $P_s^{(0)}$.

From Equation (17), the relationship between equity values is summarized into

$$P_s^{(1)} \geq P_s^{(0)} \iff S_l^{(1)} \geq S_l^{(0)} + I_S$$

Consider an investment plan where $P_s^{(1)} = P_s^{(0)}$ holds. This investment is marginal in terms of whether or not old shareholders profit from executing it. Then equity values satisfy

$$S_l^{(1)} = S_l^{(0)} + I_S$$

We focus on the following simultaneous equations.
Equations (16) and (18) simply rewrite the preceding two as functions. Equation (16) is concerned with the debt financing. Equation (18) is the issue of new equity when the investment is marginal. In Equation (14), $\sigma_z^{(1)}$ is decided according to the asset substitution. Equation (15) is the constraint due to the agency costs of debt. The system of these four equations is denoted as a basic form. We know the values of the variables with superscript $^{(0)}$. If $I_S$ and $I_B$ are given, then four variables ($\omega_z^{(1)}, \mu_z^{(1)}, \sigma_z^{(1)},$ and $L^{(1)}$) can be solved from the four equations. Intuitively, using Equation (14) for $\sigma_z^{(1)}$ and Equation (15) for $\mu_z^{(1)}$, the solutions of this system are reduced to searching for two unknowns, $L^{(1)}$ and $\omega_z^{(1)}$, that satisfy Equations (16) and (18).

The solutions $\omega_z^{(1)}, \mu_z^{(1)}, \sigma_z^{(1)},$ and $L^{(1)}$ illustrate the case where the firm has implemented an investment with a minimum return, below which old shareholders would make a loss. Hence,

$$R_q = \frac{\omega_z^{(1)} - \omega_z^{(0)} - I}{I}$$

is the required return on the investment. If return on an investment plan is above this value, executing it increases shareholders’ wealth. Otherwise, shareholders’ wealth decreases. The required return computed by this method plays a role on a cut-off or hurdle rate on investment.

The above discussion supposes that values of $I_B$ and $I_S$ are exogenously given. This means that we know how the investment is financed. Even if the amount of investment $I$ is known in advance, however, $R_q$ is never computed without specifying $I_B$ and $I_S$. If $I_B$ changes $R_q$, minimizing $R_q$ is best for maximizing the shareholders’ wealth. If $R_q$ decreases, an investment plan that forces the share price to decline might be changed to a profitable one that increases the share price. Therefore, the optimal method of financing investment is to decide the value of $I_B$ through solving

$$\min_{I_B} R_q \text{ for } 0 \leq I_B \leq I.$$ 

3.2. Proportional Scaling-up Investment

We begin with the simplest case, where investment scales up a firm proportionally. In this model, a firm is homogeneous of degree one with respect to its size. If the investment enlarges the firm
in proportion, the required return on investment must be equal to the earnings ratio of the firm, \( R_{\text{OA}} \). In fact, it is easy to confirm that \( R_q \) defined in Equation (19) is equal to \( R \) defined in Equation (13), when the firm is homogeneous of degree one.

There are two conditions for the investment that maintains a firm’s constant return to scale. One is that a debt ratio after the investment is the same as before:

\[
\frac{I_S}{I_R} = \frac{S_L^{(0)}}{B^{(0)}} = \frac{S_L^{(1)}}{B^{(1)}},
\]

Here, the proportion of debt financing over the amount of investment, \( I_B/I \), is equal to the debt ratio of the capital structure. Since \( S_L^{(1)} - S_L^{(0)} = I_S \) holds for the marginal investment, a simple calculation leads to \( B^{(1)} - B^{(0)} = I_B \). Comparing this with Equation (16), we obtain

\[
\frac{L_r^{(0)}}{L_r^{(1)}} B^{(1)} = B^{(0)}, \tag{21}
\]

which means that old debt-holders do not make a loss from the investment.

In the basic form presented above, the incentive of the asset substitution makes old debt-holders lose and makes old shareholders gain from investment. Since the transfer of wealth arises among investors, this investment does not proportion a firm to its size. For the investment that scales up a firm proportionally, it is necessary that old debt-holders do not lose money from it.

New debt \( I_B \) associated with the investment has the same priority for the firm as old debt \( B^{(0)} \). Although the new debt issue might dilute them, Equation (21) shows that the old debt-holders keep the same value \( B^{(0)} \) as long as the investment purely proportions a firm.

The other condition is constraint on \( \sigma_{Z}^{s(1)} \), which represents business risk. It is possible that asset substitution arises whenever a manager chooses \( \sigma_{Z}^{s(1)} \) as he/she likes. This possibility must be ruled out for the proportional scaling-up investment. When \( \omega_Z \) increases by \( c \) times, the standard deviation also increases by \( c \) times.

\[
\omega_Z^{(1)} = c\omega_Z^{(0)} \implies \sigma_Z^{s(1)} = c\sigma_Z^{s(0)}
\]

In other words, the next relation is obtained:

\[
\sigma_Z^{s(1)} = \frac{\omega_Z^{(1)}}{\omega_Z^{(0)}} \sigma_Z^{s(0)}. \tag{22}
\]

These two conditions enable us to formulate the required return on the investment that maintains firm's constant return to scale. First, in order to finance the investment \( I \), the amount of which is exogenously given, raise cash \( I_B \) with new debt and \( I_S \) with new shares so that \( I_B/I \) is equal to the original debt ratio, \( B^{(0)}/V_l^{(0)} \). Next, with the values of \( I_B \) and \( I_S \) given, we solve the following simultaneous equations.
Equation (18) expresses the issue of new shares for the marginal investment, and Equation (15) describes the relation concerning the agency costs of debt. Both of them are the same as those in the basic form. Equations (22) and (23) are the ones different from those in the basic form.

Equation (22) shows that the business risk $\sigma_z^{(1)}$ is proportional to firm's size. Equation (23) is the condition that the old debt-holders do not make a loss. As in the basic form, four variables $\omega_z^{(1)}$, $\mu_z^{(1)}$, $\sigma_z^{(1)}$, and $L^s(1)$ are solved with these four equations. Lastly, from $\omega_z^{(1)}$ and $\omega_z^{(0)}$, we calculate the required return on the proportional scaling-up investment through Equation (19).

Solutions of the simultaneous equations are summarized in Table 3 for the case of proportional scaling-up investment when the firm in the previous example faces an investment opportunity of $I = 2$. In order to finance $I = 2$, the amount of new debt, $I_B$, is calculated so that the proportion of new debt is the same as the original debt ratio 0.379. The value of $I_B$ is 0.758. The remaining 1.242 is $I_S$, which is the amount of the new share issue. The values of equity and debt change from 10.51 and 6.42 to 11.75 and 7.18 for $I_S$ and $I_B$. This marginal investment requires the firm to pay $L^s(1) = 14.46$ to all debt-holders and to expect earnings of $\mu_z^{(1)} = 53.02$. These values give 55.91 to $\omega_z^{(1)}$. Since earnings must be changed from $\omega_z^{(0)} = 50$ to $\omega_z^{(1)} = 55.91$ for $I = 2$, the required return on the investment $R_q$ is 11.44% on the one-period equals one-year standard. See the $RR1$ on Table 3, which is the value converted from $R_q$ in Equation (19) into the standard. $RR1$ for the proportional scaling-up investment is exactly equal to $ROA$ in the case of no investment.

There is another method to determine $I_B$ and $I_S$. Figure 1 plots the required return $R_q$ with $I_B$ changed from 0 to 2. The computation is the same in that $I = 2$ is given and the simultaneous equations, (15), (18), (22), and (23), are solved. The increase in debt makes $R_q$ down at first but then makes $R_q$ up. $R_q$ depends on the method of financing the investment, and there is an optimal value of $I_B$ that minimizes $R_q$.

Homogeneity of degree one guarantees that the proportion of $I_B$ and $I_S$ that minimizes $R_q$ is always equal to the ratio of $B^{(0)}$ and $S_L^{(0)}$. Its proof is the same as the firm theory of...
microeconomics, which says that the ratio of inputs under the cost minimization does not depend on the quantity of production whenever there is constant return to scale. This numerical example shows that there exists the value of $I_B$ that minimizes $R_q$. It is optimal that debt is issued with the value of $I_B$ and that the remaining $I - I_B$ is financed with new shares.

Table 3
The Required Return: Proportional Scaling-up Investment

<table>
<thead>
<tr>
<th>No Investment</th>
<th>Marginal Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_2^{(0)}$</td>
<td>$\omega_2^{(1)}$</td>
</tr>
<tr>
<td>50.00</td>
<td>55.91</td>
</tr>
<tr>
<td>$\mu_2^{(0)}$</td>
<td>$\mu_2^{(1)}$</td>
</tr>
<tr>
<td>47.41</td>
<td>53.02</td>
</tr>
<tr>
<td>$\sigma_2^{(0)}$</td>
<td>$\sigma_2^{(1)}$</td>
</tr>
<tr>
<td>23.66</td>
<td>26.45</td>
</tr>
<tr>
<td>$L_2^{(0)}$</td>
<td>$L_2^{(1)}$</td>
</tr>
<tr>
<td>12.93</td>
<td>14.46</td>
</tr>
<tr>
<td>$S_2^{(0)}$</td>
<td>$S_2^{(1)}$</td>
</tr>
<tr>
<td>10.51</td>
<td>11.75</td>
</tr>
<tr>
<td>$B_2^{(0)}$</td>
<td>$B_2^{(1)}$</td>
</tr>
<tr>
<td>6.42</td>
<td>7.18</td>
</tr>
<tr>
<td>$V_2^{(0)}$</td>
<td>$V_2^{(1)}$</td>
</tr>
<tr>
<td>16.93</td>
<td>18.93</td>
</tr>
<tr>
<td>$I_B$</td>
<td>$I_B/I$</td>
</tr>
<tr>
<td>0.379</td>
<td>0.758</td>
</tr>
<tr>
<td>ROA</td>
<td>RRI</td>
</tr>
<tr>
<td>0.1144</td>
<td>0.379</td>
</tr>
</tbody>
</table>

(Note) This table shows the case of proportional scaling-up investment. $\omega_2^{(0)}$, $\mu_2^{(0)}$, $\sigma_2^{(0)}$, and $L_2^{(0)}$ are values in the case of one period equals 10 years. Superscript $(0)$ represents no investment and superscript $(1)$ represents the case that marginal investment is implemented. $DR$ is the debt ratio $B/V_L$, ROA is the before tax earnings ratio, which is converted to the case of one period equals one year from $R_{SOA}$ computed by Equation (13). RRI is the before-tax required rate of return on investment and is converted to the one year case from $R_q$ in Equation (19).

Figure 1
The Required Return and Debt Financing $I_B$: Proportional Scaling-up Investment

In sum, as long as we consider the proportional scaling-up investment, there are two methods for deciding its finance. The first is to divide $I$ between $I_B$ and $I_S$ by the firm’s debt ratio. The second is to search $I_B$, which is to minimize $R_q$. Only in the investment that maintains the homogeneity, both the methods reach the same solutions. In the basic form under which investment does not necessarily scale up a firm proportionally, however, the former method is inappropriate because constant return to scale no longer holds. It is evident that only the second
method preserves consistency in calculating the basic form.

3.3. Calibration of the Basic Form of Investment

If we are not restricted to the proportional scaling-up case, investment financing can bring about wealth transfer to shareholders to the detriment of debt-holders, which enables a firm to decrease the required return. Using calibration of the numerical example, we show that investment is executed in the interest of old shareholders.

The system of equations to be solved is the basic form mentioned above. The investment financing, $I_B^*$, is decided so that $R_q$ is minimized from Equation (20). The result of this computation is summarized in Table 4. $I_B = 2$ in the table means that all debt finance minimizes $R_q$ over the investment of $I = 2$. Figure 2 confirms this fact. The figure plots $R_q$ when $I_B$ is between 0 and 2. $R_q$ declines monotonically with $I_B$.

The reason for this result is obvious. Compared to the proportional scaling-up investment, the more debt issued in financing, the more the old debt-holders are diluted. In the example, the old debt-holders had the value of 6.42. When the new debt of 2 is issued, their value declines to 6.28, which is obtained by subtracting $I_B = 2$ from $B^{(1)} = 8.28$. Since the loss of the old debt-holders becomes old shareholders’ gain, the required return on investment could decrease. In other words, old shareholders do not always take a loss from low return on investment if the wealth transfer from old debt-holders is large.

There is a comment about the computation of $\sigma_Z^{(1)}$. In all the cases of no investment, $\sigma_Z^{(0)}$ can be calibrated as an inner solution to maximize an equity value $S_L^{(0)}$. When the investment is implemented, however, $\sigma_Z^{(1)}$ does not converge at all. Simulation results show that $S_L^{(1)}$ becomes a decreasing function of $\sigma_Z^{(1)}$ in most cases, which means that $\sigma_Z^{(1)} = 0$ is optimum to maximize $S_L^{(1)}$. This is unrealistic and inappropriate. Thus, we assume the domain, $[\sigma_{Z^L}, \sigma_{Z^U}]$ over which $\sigma_Z^{(1)}$ is to be searched. The lower limit, $\sigma_{Z^L}$, is set as

$$\sigma_{Z^L} = \frac{\omega^{(1)} Z^{(1)}}{\omega^{(0)} Z^{(0)}}$$

which is the value for the proportional scaling-up investment. The upper limit, $\sigma_{Z^U}$, is assumed to be $\sigma_{Z^{(0)}}$ times 1.3.

The domain of $\sigma_Z^{(1)}$ implies how much distorted the investment is without the constraint of proportional scaling-up. When $\omega_Z$ is enlarged by investment, $\sigma_Z$ is always larger. In the case of the proportional scaling-up investment, they are perfectly proportional. This is the lower limit
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of the domain. On the other hand, the incentive of asset substitution might increase $\sigma_z$ to infinity, where the computation becomes impossible. Intuitively, we regard as the upper limit the increase in an original $\sigma_z^{(0)}$ by 30%.

### Table 4
The Required Return: Basic Form Investment

<table>
<thead>
<tr>
<th></th>
<th>No Investment</th>
<th>Marginal Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_z$</td>
<td>50.00</td>
<td>55.55</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>47.41</td>
<td>52.14</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>23.66</td>
<td>26.28</td>
</tr>
<tr>
<td>$L^*(0)$</td>
<td>12.93</td>
<td>17.05</td>
</tr>
<tr>
<td>$S_z^{(0)}$</td>
<td>10.51</td>
<td>10.51</td>
</tr>
<tr>
<td>$B^{(0)}$</td>
<td>6.42</td>
<td>8.28</td>
</tr>
<tr>
<td>$V_z^{(0)}$</td>
<td>16.93</td>
<td>18.79</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.379</td>
<td>2.0</td>
</tr>
<tr>
<td>$DR$</td>
<td>0.1144</td>
<td>0.1075</td>
</tr>
<tr>
<td>$ROA$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Note) This table shows the result of calculating the basic form of investment. See the footnote of Table 3.

### Figure 2
The Required Return and Debt Financing $I_B$: Basic Form Investment

The result of Table 4 confirms that the lower limit $\sigma_z$ is chosen as an optimal value of $\sigma_z^{(1)}$, which maximizes an equity value. In other words, it is optimal that the standard deviation of earnings is proportional to firm's size. This means that no incentive that further distorts investment exists as a real factor. The reason for an incentive that deviates from the proportional scaling-up investment lies in a financial factor, which leads to all debt financing.

In subsequent sections, we see several examples for simulation and application to real firms. In many cases, as well as Table 4, the above-mentioned optimal behaviors are observed: First, investment should be financed by all debt issuance. Second, the choice of $\sigma_z^{(1)}$ should be the lower limit of the domain. The results of this numerical example are not extreme; in fact, they are very standard.
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In this capital structure model, a firm has constant return to scale. The investment policy that maintains homogeneity is not optimal for this firm. If it issues the same proportion of debt as its debt ratio to finance the investment, and if it employs the required return equal to its original earnings ratio $R_{ROE}$, then the firm is proportionally scaled up by investment. The firm can gain more by breaking the homogeneity than by keeping it, however, in the case of investment through acquiring additional assets. By transferring wealth from old debt-holders to old shareholders when issuing more debt, the firm can decrease the required return $R_q$ and raise equity value more, increasing investment opportunity. As a result of the optimal behavior of investment, homogeneity disappears from the firm that has constant return to scale.

A firm should finance the entire amount of investment by debt, which means that the pecking order exists for investment financing. Although this model has optimal capital structure, all debt financing is preferred to the mix of debt and equity when a firm exercises investment. The discussion implies that investment financing is different from the firm's capital structure and that optimal capital structure is compatible with the pecking order hypothesis.

4. Simulation

In this section, simulation shows how endogenous variables change when one of exogenous parameters changes. Exogenous parameters are $\omega_z^{(0)}$, $l$, $\alpha$, $k$, $\tau$, $\lambda$, and $\text{corr}(R_{M}, Z)$. We investigate the effect of their change on endogenous variables.

A numerical example used in this simulation is the same as Table 1. The results of the simulation are summarized in Tables 5 through 11. The computation is convergent for almost all cases, but there are a few which fail. We make a comment later about cases where the computation does not succeed.

There are two features for successful cases. One is that financing investment with all debt is optimal. The ratio $I_B/l$ in the tables is 1.0 for every case. In that situation, old debt-holders take a loss through the decrease in their debt value. We confirm this fact, comparing $B^{(0)}$ and $OldB$ of the tables. $OldB$ represents the debt value belonging to the old debt-holders at the time the investment is executed. $OldB$ is smaller than $B^{(0)}$. As the result of all debt finance, the debt ratio with investment increases from that without it; $DR^{(1)}$ is larger than $DR^{(0)}$.

The other feature for success is the value of $\sigma_z^{(1)}$. For every case this is the lower limit of the domain $[\underline{\sigma}_z, \overline{\sigma}_z]$ for its optimal search. Optimum $\sigma_z^{(1)}$ is completely proportional to $\omega_z^{(1)}$, which means that there is no incentive for which a firm takes more risk than proportionality. However, there is wealth transfer associated with issuing more debt than proportional. Because
of the wealth transfer from the old debt-holders to old shareholders, the required return on investment, $RRI$, is smaller than the original earnings ratio, $ROA$.

We describe other results of the simulation as well. Table 5 demonstrates the effect of a change in $\omega_z^{(0)}$. In the case of no investment where superscript $^{(0)}$ is attached on a variable, the same numbers as those in Table 2 are shown. $DR^{(0)}$ and $ROA$ are unchanged regardless of $\omega_z^{(0)}$ owing to the homogeneity of this model. Reflecting the investment finance, which forfeits it, $DR^{(1)}$ rises and $RRI$ is smaller than $ROA$. $RRI$ decreases slightly when $\omega_z^{(0)}$ is up.

### Table 5

| $\omega_z^{(0)}$ | $\omega_z^{(1)}$ | $\mu_z^{(0)}$ | $\mu_z^{(1)}$ | $\sigma_z^{(0)}$ | $\sigma_z^{(1)}$ | $L_z^{(0)}$ | $L_z^{(1)}$ | $S_z^{(0)}$ | $S_z^{(1)}$ | $B_z^{(0)}$ | $B_z^{(1)}$ | $V_z^{(0)}$ | $V_z^{(1)}$ | $DR^{(0)}$ | $DR^{(1)}$ | $ROA$ | $RRI$ | $CC_{tax}$ | $RRI_{tax}$ |
|------------------|------------------|----------------|----------------|----------------|----------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|--------|--------|------------|------------|
| 40.00            | 37.93            | 18.92          | 10.35          | 8.41          | 5.13          | 13.54    | 0.379    | 0.1144   | 0.0659    | 45.56    | 42.67    | 21.56    | 14.48    | 7.00     | 0.454   | 5.00    | 1.000  | 0.1077    | 0.0592    |
| 50.00            | 47.41            | 23.66          | 12.93          | 10.51         | 6.42          | 16.93    | 0.379    | 0.1144   | 0.0659    | 55.55    | 52.14    | 26.28    | 17.05    | 8.29     | 0.441   | 6.29    | 1.000  | 0.1075    | 0.0591    |
| 60.00            | 56.90            | 28.38          | 15.52          | 12.61         | 7.70          | 20.31    | 0.379    | 0.1144   | 0.0659    | 65.54    | 61.62    | 31.00    | 19.62    | 9.57     | 0.431   | 7.57    | 1.000  | 0.1073    | 0.0590    |

(Note) This table presents simulation results when $\omega_z^{(0)}$ is changed from 40.0 to 60.0. $DR^{(2)}$ and $DR^{(1)}$ are debt ratios computed from $B_z^{(0)}/V_z^{(0)}$ and $B_z^{(1)}/V_z^{(1)}$. $ROA$ is the value of the one-year basis converted from $R_{ROA}$ of Equation (13). $RRI$ is the value of the one-year basis converted from $R_q$ of Equation (19). $CC_{tax}$ is the weighted average cost of capital given by Equation (1). $OldB$ is the debt value which belongs to old debt-holders, and is calculated from $B_z^{(1)} - l_B\cdot I_B/I$. $RRI_{tax}$ is the after-tax earnings ratio and is calculated from $(1 - \tau)\cdot RRI$. Other parameters are $\alpha = 0.2$, $k = 0.4$, $\tau = 0.45$, $I = 2.0$, $\lambda = 3.24$, and $corr(R_M, Z) = 0.2$.

### Table 6

| $I$ | $\omega_z^{(0)}$ | $\omega_z^{(1)}$ | $\mu_z^{(0)}$ | $\mu_z^{(1)}$ | $\sigma_z^{(0)}$ | $\sigma_z^{(1)}$ | $L_z^{(0)}$ | $L_z^{(1)}$ | $S_z^{(0)}$ | $S_z^{(1)}$ | $B_z^{(0)}$ | $B_z^{(1)}$ | $V_z^{(0)}$ | $V_z^{(1)}$ | $DR^{(0)}$ | $DR^{(1)}$ | $ROA$ | $RRI$ | $CC_{tax}$ | $RRI_{tax}$ |
|-----|------------------|------------------|----------------|----------------|----------------|----------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|--------|--------|------------|------------|
| 1.0 | 50.00            | 47.41            | 23.66          | 12.93          | 10.51         | 6.42          | 16.93    | 0.379    | 0.1144   | 0.0659    | 52.76    | 49.77    | 24.96    | 14.97    | 7.35     | 0.412   | 6.35    | 1.000  | 0.1070    | 0.0589    |
| 2.0 | 50.00            | 47.41            | 23.66          | 12.93          | 10.51         | 6.42          | 16.93    | 0.379    | 0.1144   | 0.0659    | 55.55    | 52.14    | 26.28    | 17.05    | 8.29     | 0.441   | 6.29    | 1.000  | 0.1075    | 0.0591    |
| 5.0 | 50.00            | 47.41            | 23.66          | 12.93          | 10.51         | 6.42          | 16.93    | 0.379    | 0.1144   | 0.0659    | 64.04    | 59.33    | 30.30    | 23.52    | 11.11    | 0.514   | 6.11    | 1.000  | 0.1087    | 0.0598    |

(Note) This table presents simulation results when $I$ is changed from 1.0 to 5.0. Other parameters are $\alpha = 0.2$, $k = 0.4$, $\tau = 0.45$, $\lambda = 3.24$, and $corr(R_M, Z) = 0.2$. See the footnote of Table 5.
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Table 7: The Change in $\alpha$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\omega_z^{(0)}$</th>
<th>$\mu_z^{(1)}$</th>
<th>$\sigma_z^{(0)}$</th>
<th>$\sigma_z^{(1)}$</th>
<th>$L_z^{(0)}$</th>
<th>$L_z^{(1)}$</th>
<th>$S_L^{(0)}$</th>
<th>$B_L^{(1)}$</th>
<th>$D_B^{(0)}$</th>
<th>$D_B^{(1)}$</th>
<th>$V_L^{(0)}$</th>
<th>$DR_L^{(0)}$</th>
<th>$ROA$</th>
<th>$RRI$</th>
<th>$CC_{RRI}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.16</td>
<td>50.00</td>
<td>47.00</td>
<td>20.89</td>
<td>18.73</td>
<td>8.49</td>
<td>9.27</td>
<td>17.76</td>
<td>0.522</td>
<td>1.091</td>
<td>0.0599</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.20</td>
<td>51.54</td>
<td>23.07</td>
<td>22.84</td>
<td>11.11</td>
<td>0.567</td>
<td>9.11</td>
<td>1.000</td>
<td>1.002</td>
<td>0.0551</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>50.00</td>
<td>47.41</td>
<td>23.66</td>
<td>12.93</td>
<td>10.51</td>
<td>6.42</td>
<td>16.93</td>
<td>0.379</td>
<td>0.1144</td>
<td>0.0659</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.55</td>
<td>52.14</td>
<td>26.28</td>
<td>17.05</td>
<td>8.29</td>
<td>0.441</td>
<td>6.29</td>
<td>1.000</td>
<td>0.1075</td>
<td>0.0591</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.24</td>
<td>50.00</td>
<td>48.41</td>
<td>24.84</td>
<td>6.62</td>
<td>13.16</td>
<td>3.39</td>
<td>16.55</td>
<td>0.205</td>
<td>0.1169</td>
<td>0.0717</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.83</td>
<td>53.29</td>
<td>27.74</td>
<td>10.62</td>
<td>5.31</td>
<td>0.288</td>
<td>3.31</td>
<td>1.000</td>
<td>0.1130</td>
<td>0.0622</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Note) This table presents simulation results when $\alpha$ is changed from 0.16 to 0.24. Other parameters are $k = 0.4$, $\tau = 0.45$, $I = 2$, $\lambda = 3.24$, and $\text{corr}(R_{M}, Z) = 0.2$. See the footnote of Table 5.

Table 8: The Change in $k$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\omega_z^{(0)}$</th>
<th>$\mu_z^{(1)}$</th>
<th>$\sigma_z^{(0)}$</th>
<th>$\sigma_z^{(1)}$</th>
<th>$L_z^{(0)}$</th>
<th>$L_z^{(1)}$</th>
<th>$S_L^{(0)}$</th>
<th>$B_L^{(1)}$</th>
<th>$D_B^{(0)}$</th>
<th>$D_B^{(1)}$</th>
<th>$V_L^{(0)}$</th>
<th>$DR_L^{(0)}$</th>
<th>$ROA$</th>
<th>$RRI$</th>
<th>$CC_{RRI}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>50.00</td>
<td>45.78</td>
<td>19.18</td>
<td>21.12</td>
<td>7.33</td>
<td>10.68</td>
<td>18.01</td>
<td>0.593</td>
<td>0.1075</td>
<td>0.0565</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.15</td>
<td>50.12</td>
<td>21.15</td>
<td>25.13</td>
<td>12.53</td>
<td>0.631</td>
<td>10.53</td>
<td>1.000</td>
<td>0.0992</td>
<td>0.0546</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>50.00</td>
<td>47.41</td>
<td>23.66</td>
<td>12.93</td>
<td>10.51</td>
<td>6.42</td>
<td>16.93</td>
<td>0.379</td>
<td>0.1144</td>
<td>0.0659</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.55</td>
<td>52.14</td>
<td>26.28</td>
<td>17.05</td>
<td>8.29</td>
<td>0.441</td>
<td>6.29</td>
<td>1.000</td>
<td>0.1075</td>
<td>0.0591</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>50.00</td>
<td>48.02</td>
<td>25.69</td>
<td>9.89</td>
<td>11.67</td>
<td>4.88</td>
<td>16.55</td>
<td>0.295</td>
<td>0.1169</td>
<td>0.0698</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.70</td>
<td>52.89</td>
<td>28.62</td>
<td>14.06</td>
<td>6.75</td>
<td>0.367</td>
<td>4.75</td>
<td>1.000</td>
<td>0.1105</td>
<td>0.0608</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Note) This table presents simulation results when $k$ is changed from 0.2 to 0.5. Other parameters are $\alpha = 0.2$, $\tau = 0.45$, $I = 2$, $\lambda = 3.24$, and $\text{corr}(R_{M}, Z) = 0.2$. See the footnote of Table 5.

Table 9: The Change in $\tau$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\omega_z^{(0)}$</th>
<th>$\mu_z^{(1)}$</th>
<th>$\sigma_z^{(0)}$</th>
<th>$\sigma_z^{(1)}$</th>
<th>$L_z^{(0)}$</th>
<th>$L_z^{(1)}$</th>
<th>$S_L^{(0)}$</th>
<th>$B_L^{(1)}$</th>
<th>$D_B^{(0)}$</th>
<th>$D_B^{(1)}$</th>
<th>$V_L^{(0)}$</th>
<th>$DR_L^{(0)}$</th>
<th>$ROA$</th>
<th>$RRI$</th>
<th>$CC_{RRI}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.40</td>
<td>50.00</td>
<td>48.79</td>
<td>23.84</td>
<td>6.03</td>
<td>14.45</td>
<td>3.15</td>
<td>17.59</td>
<td>0.179</td>
<td>0.1101</td>
<td>0.0726</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.55</td>
<td>53.56</td>
<td>26.48</td>
<td>9.95</td>
<td>5.08</td>
<td>0.260</td>
<td>3.08</td>
<td>1.000</td>
<td>0.1074</td>
<td>0.0644</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>50.00</td>
<td>47.41</td>
<td>23.66</td>
<td>12.93</td>
<td>10.51</td>
<td>6.42</td>
<td>16.93</td>
<td>0.379</td>
<td>0.1144</td>
<td>0.0659</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.55</td>
<td>52.14</td>
<td>26.28</td>
<td>17.05</td>
<td>8.29</td>
<td>0.441</td>
<td>6.29</td>
<td>1.000</td>
<td>0.1075</td>
<td>0.0591</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>50.00</td>
<td>46.04</td>
<td>19.63</td>
<td>19.81</td>
<td>7.35</td>
<td>9.84</td>
<td>17.20</td>
<td>0.572</td>
<td>0.1126</td>
<td>0.0553</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.34</td>
<td>50.56</td>
<td>21.73</td>
<td>23.91</td>
<td>11.67</td>
<td>0.613</td>
<td>9.67</td>
<td>1.000</td>
<td>0.1032</td>
<td>0.0516</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Note) This table presents simulation results when $\tau$ is changed from 0.4 to 0.5. Other parameters are $\alpha = 0.2$, $k = 0.4$, $I = 2$, $\lambda = 3.24$, and $\text{corr}(R_{M}, Z) = 0.2$. See the footnote of Table 5.

Table 6 presents the effect of a change in $I$ with $\omega_z^{(0)} = 50$ fixed. $RRI$ increases when $I$
rises. As demonstrated in Tables 5 and 6, the amount of investment relative to firm size has a positive relationship with the required return.

The effect of the agency cost parameter $\alpha$ is shown in Table 7. The debt ratio, $DR^{(0)}$, changes sensitively to $\alpha$. Comparing $\alpha = 0.16$ and $\alpha = 0.24$, a debt ratio declines from more than 50% to less than 20%. Conventional wisdom tells us that the increase in the agency cost pushes up the cost of capital on investment. Table 7 supports this wisdom; the increase in $\alpha$ raises $RRI$.

### Table 10
The Change in $\lambda$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\omega_z^{(0)}$</th>
<th>$\mu_z^{(1)}$</th>
<th>$\sigma_z^{(0)}$</th>
<th>$L_z^{(0)}$</th>
<th>$L_z^{(1)}$</th>
<th>$S_z^{(0)}$</th>
<th>$B^{(0)}$</th>
<th>$DR^{(0)}$</th>
<th>ROA</th>
<th>$CC_{tax}$</th>
<th>$RRI_{tax}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.62</td>
<td>50.00</td>
<td>47.29</td>
<td>26.82</td>
<td>13.53</td>
<td>11.81</td>
<td>6.60</td>
<td>18.41</td>
<td>0.358</td>
<td>0.1051</td>
<td>0.0592</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.01</td>
<td>51.39</td>
<td>38.37</td>
<td>18.13</td>
<td>7.88</td>
<td>0.400</td>
<td>5.88</td>
<td>1.000</td>
<td>0.0963</td>
<td>0.0529</td>
<td></td>
</tr>
<tr>
<td>3.24</td>
<td>50.00</td>
<td>47.41</td>
<td>23.66</td>
<td>12.93</td>
<td>10.51</td>
<td>6.42</td>
<td>16.93</td>
<td>0.379</td>
<td>0.1144</td>
<td>0.0659</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.55</td>
<td>52.14</td>
<td>26.28</td>
<td>17.05</td>
<td>8.29</td>
<td>0.441</td>
<td>6.29</td>
<td>1.000</td>
<td>0.1075</td>
<td>0.0591</td>
<td></td>
</tr>
<tr>
<td>4.85</td>
<td>50.00</td>
<td>47.38</td>
<td>21.14</td>
<td>13.12</td>
<td>9.20</td>
<td>6.61</td>
<td>15.81</td>
<td>0.418</td>
<td>0.1221</td>
<td>0.0707</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.96</td>
<td>52.52</td>
<td>23.66</td>
<td>17.16</td>
<td>8.48</td>
<td>0.480</td>
<td>6.48</td>
<td>1.000</td>
<td>0.1153</td>
<td>0.0634</td>
<td></td>
</tr>
<tr>
<td>-1.62</td>
<td>50.00</td>
<td>46.34</td>
<td>41.61</td>
<td>18.28</td>
<td>15.15</td>
<td>8.39</td>
<td>23.55</td>
<td>0.356</td>
<td>0.0782</td>
<td>0.0393</td>
<td></td>
</tr>
</tbody>
</table>

(Note) This table presents simulation results when $\lambda$ is changed. Other parameters are $\alpha = 0.2$, $\beta = 0.4$, $\tau = 0.45$, $I = 2$, and $corr(R_M, \bar{Z}) = 0.2$. “N.A.” denotes that the computation is not convergent. See the footnote of Table 5.

### Table 11
The Change in $corr(R_M, \bar{Z})$

<table>
<thead>
<tr>
<th>$corr(R_M, \bar{Z})$</th>
<th>$\omega_z^{(0)}$</th>
<th>$\mu_z^{(1)}$</th>
<th>$\sigma_z^{(0)}$</th>
<th>$L_z^{(0)}$</th>
<th>$L_z^{(1)}$</th>
<th>$S_z^{(0)}$</th>
<th>$B^{(0)}$</th>
<th>$DR^{(0)}$</th>
<th>ROA</th>
<th>$CC_{tax}$</th>
<th>$RRI_{tax}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>50.00</td>
<td>47.41</td>
<td>23.66</td>
<td>12.93</td>
<td>10.51</td>
<td>6.62</td>
<td>16.93</td>
<td>0.379</td>
<td>0.1144</td>
<td>0.0659</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.55</td>
<td>52.14</td>
<td>26.28</td>
<td>17.05</td>
<td>8.29</td>
<td>0.441</td>
<td>6.29</td>
<td>1.000</td>
<td>0.1075</td>
<td>0.0591</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>50.00</td>
<td>47.22</td>
<td>18.95</td>
<td>13.90</td>
<td>7.89</td>
<td>7.11</td>
<td>15.00</td>
<td>0.474</td>
<td>0.1279</td>
<td>0.0735</td>
<td></td>
</tr>
<tr>
<td></td>
<td>56.29</td>
<td>52.72</td>
<td>21.34</td>
<td>17.87</td>
<td>8.99</td>
<td>0.533</td>
<td>6.99</td>
<td>1.000</td>
<td>0.1214</td>
<td>0.0668</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>50.00</td>
<td>45.87</td>
<td>11.36</td>
<td>20.67</td>
<td>3.47</td>
<td>11.18</td>
<td>14.65</td>
<td>0.763</td>
<td>0.1306</td>
<td>0.0644</td>
<td></td>
</tr>
<tr>
<td></td>
<td>56.60</td>
<td>51.72</td>
<td>12.86</td>
<td>24.39</td>
<td>13.11</td>
<td>0.791</td>
<td>11.11</td>
<td>1.000</td>
<td>0.1268</td>
<td>0.0697</td>
<td></td>
</tr>
<tr>
<td>-0.1</td>
<td>50.00</td>
<td>46.34</td>
<td>41.61</td>
<td>18.28</td>
<td>15.15</td>
<td>8.39</td>
<td>23.55</td>
<td>0.356</td>
<td>0.0782</td>
<td>0.0393</td>
<td></td>
</tr>
</tbody>
</table>

(Note) This table presents simulation results when $corr(R_M, \bar{Z})$ is changed. Other parameters are $\alpha = 0.2$, $\beta = 0.4$, $\tau = 0.45$, $I = 2$, and $\lambda = 3.24$. “N.A.” denotes that the computation is not convergent. See the footnote of Table 5.
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The effect of the bankruptcy cost parameter $k$ is summarized in Table 8, and the effect of tax rate $\tau$ in Table 9. When $k$ increases, or when $\tau$ decreases, the debt ratio, $DR^{(0)}$, declines. Table 8 shows that the increase in $k$ raises $RR_k$, however, we do not know the effect of $\tau$ on $RR_l$ in Table 9.

Tables 10 and 11 illustrate the effects of parameters associated with capital markets. Table 10 is the case of $\lambda$. Table 11 is about $\text{corr}(\tilde{R}_M, \tilde{Z})$. It is intuitively said that the increases in $\lambda$ or $\text{corr}(\tilde{R}_M, \tilde{Z})$ raise the required return on investment because investors in capital markets require more. The results of these computations support that supposition. However, the computation always fails when $\lambda$ or $\text{corr}(\tilde{R}_M, \tilde{Z})$ is negative. Since the negative values of $\lambda$ or $\text{corr}(\tilde{R}_M, \tilde{Z})$ are sometimes observed in actual data, this fact might prove a defect in this model.

Here, we make a comment on the weighted average cost of capital (WACC) defined in Equation (1). To use the WACC as the required return on investment lacks consistency with assumptions on which this model depends. The required return on investment should be calculated endogenously as the $RR_l$. How different are the WACC and $RR_l$? Values of the WACC are displayed in $CC_{tax}$ in Tables 5 through 11. To be compared with them, $RR_{tax}$ is converted into an after-tax value from $RR_l$. For almost all cases, $CC_{tax}$ is larger than $RR_{tax}$ by 10-20 percent, significant difference.

5. Application to Actual Firms
This section applies the method of this study to actual firms. We compare the required return computed from the model, $RR_{tax}$, with the weighted average cost of capital, $CC_{tax}$.

In the case of no investment, this model evaluates equity and debt, solving an optimal triad, $L^{(0)}$, $\mu_{z}^{(0)}$, and $\sigma_{z}^{(0)}$, when two variables, $\omega_{z}^{(0)}$ and $\alpha$, are set. Since equity and debt are evaluated as functions of $\omega_{z}^{(0)}$ and $\alpha$, these estimates can be solved from equity and debt as their inverses. Data concerning equity and debt are available. We get an equity value by multiplying the share price by the outstanding number of shares. The proxy variable for a debt value is interest-bearing debt on the balance sheet. We can compute $\omega_{z}^{(0)}$, $\alpha$, $L^{(0)}$, $\mu_{z}^{(0)}$, and $\sigma_{z}^{(0)}$ for an actual firm from data. Then, based on the calibration, we derive the required return on investment for the firm.

This study computes the required return for actual firms on the supposition that they invest an outlay amounting to 15% of the firm's value. We selected firms listed on the Tokyo Stock Exchange (TSE) 1st section in manufacturing sectors. Our experiment covers two periods. The
first is the 10 fiscal years from 1974 to 1983, and the second is the 10 fiscal years from 1984 to 1993. These sets of 10 years are each regarded as one period. We call the former “period[1]” and the latter “period[2].” For each variable, an average over the period is employed. \( S_L^{(0)} \) is the average market value of stock, and \( B^{(0)} \) is the average interest-bearing debt. Data on capital market variables, \( E(\tilde{R}_M), \sigma(\tilde{R}_M), R_F, \) and \( \lambda \), about these periods are converted into a one period equals 10 years standard. \( \text{corr}(\tilde{R}_M, \tilde{Z}) \) is calibrated from a beta coefficient for the firm’s equity return. A bankruptcy cost parameter, \( k \), is assumed to be 0.3 for all the firms since we do not know what is valid. We assume that corporate tax rate, \( \tau \), is 0.45.

Table 12

<table>
<thead>
<tr>
<th>Summary of Computation Results</th>
<th>number of firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>manufacturing firms listed on TSE 1-st section (A)</td>
<td>515</td>
</tr>
<tr>
<td>firms which succeed in the pre-investment computation (B)</td>
<td>471</td>
</tr>
<tr>
<td>rate of success (B)/(A)</td>
<td>91.5%</td>
</tr>
<tr>
<td>firms which succeed in computing their required return (C)</td>
<td>442</td>
</tr>
<tr>
<td>rate of success (C)/(B)</td>
<td>93.8%</td>
</tr>
<tr>
<td>firms whose standard deviation converges to its upper bound</td>
<td>158</td>
</tr>
<tr>
<td>firms whose standard deviation converges to its lower bound</td>
<td>284</td>
</tr>
<tr>
<td>firms which finance their investment with debt only</td>
<td>253</td>
</tr>
<tr>
<td>firms which finance their investment with the mix of debt and equity</td>
<td>31</td>
</tr>
</tbody>
</table>

(Note) Period[1] is ten years from 1974 fiscal year to 1983. Period[2] is ten years from 1984 fiscal year to 1993. “pre-investment computation” means that we can estimate \( \omega_z^{(0)}, \alpha, L_z^{(0)}, \mu_z^{(0)}, \) and \( \sigma_z^{(0)} \). “computing required return” means that we can estimate parameters of the basic form in Section 3.1.

Table 12 summarizes the results of the computation. We calculated 515 firms for period[1] and 592 firms for period[2]. For period[1] and period[2], 471 and 578 firms, respectively, succeeded in computing the parameters of \( \omega_z^{(0)} \) and \( \alpha \). This proves that the model in this study applies remarkably well to actual firms. Next we had 442 firms for period[1] and 576 firms for period[2] that succeeded with the basic form in Section 3.1. The number of firms for which the standard deviation converged on its lower bounds are 284 and 572, for period[1] and period[2], respectively. The rest of firms were convergent to the upper bound of the standard deviation. While almost all firms for period[2] chose the lowest standard deviation as an optimum, more than 30% for period[1] tried to increase it. Although they intended to take more business risk for period[1], this incentive disappeared in period[2]. Furthermore, among those with the lowest standard deviation, there were 253 firms for period[1] and 455 firms for period[2] that financed investment with only debt issuance. At most 25% of the firms were willing to issue a mix of debt and equity; 31 firms for period[1] and 117 firms for period[2].
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The upper bound of the standard deviation, $\sigma_z$, is set to a tentative value. When the standard deviation is convergent on it, other estimated parameters that depend on it are arbitrary. Firms' computations in this group are excluded, and we selected firms whose standard deviations are convergent on their lower bound. Table 13 compares the required return estimated from the model, $RRI_{tax}$, with the WACC from data, $CC_{tax}$. For these averages, $CC_{tax}$ is larger than $RRI_{tax}$ over both the periods. $CC_{tax}$ has twice as large a standard deviation (s.d.) as $RRI_{tax}$. $diff$ designates the rate of difference between $CC_{tax}$ and $RRI_{tax}$, and its positive value means that $CC_{tax}$ is larger than $RRI_{tax}$ $diff$ varies between period[1] and period[2]. Its sample average is 0.78% over period[1] and 18.54% over period[2]. While only 130 firms, less than half, have a positive value of $diff$ for period[1], almost all firms have positive $diff$ for period[2]. Which is larger between $CC_{tax}$ and $RRI_{tax}$ is obscure for period[1], but in period[2] $CC_{tax}$ tend to be larger.

Table 13 shows three test statistics related to the difference between $RRI_{tax}$ and $CC_{tax}$. “t-test” is the result of the ordinary t-value on the difference in averages. “$diff \cdot Z$” is the $Z$-value computed from the hypothesis that $diff$ is zero. “Wilcoxon” is the non-parametric statistics for their significant difference. All of the results exhibit the fact that $RRI_{tax}$ is not different from $CC_{tax}$ over period[1], but that there is a significant difference between them during period[2].

Table 13 calculates three correlation statistics between $RRI_{tax}$ and $CC_{tax}$. The ordinary correlation coefficient, “Pearson,” is 0.816 for period[1] and 0.727 for period[2]. In light of non-parametric statistics, “Spearman” has almost the same values and “Kendall” has lower ones. These three coefficients for period[2] are lower than those for period[1]. All of them are significantly different from zero.

Table 14 reveals transition as to whether $RRI_{tax}$ and $CC_{tax}$ decrease together from period[1] to period[2]. 278 firms can compute $RRI_{tax}$ for both the periods. For all the firms, $RRI_{tax}$ declines from period[1] to period[2], and $CC_{tax}$ of 183 firms, more than 65%, comes down together.

In summary, the correlation and the transition find that $RRI_{tax}$ estimated from the model in this study suits to some extent with $CC_{tax}$ computed from data, and that they are not irrelevant. These facts prove that the value of required return we compute is not meaningless. However, correlation coefficients are not very high, and $CC_{tax}$ and $RRI_{tax}$ are significantly different for a period. The average of their difference is about 18%, and it is highly probable that $CC_{tax}$ is much larger than $RRI_{tax}$ for some firms. For these firms, considering their required return as the WACC leads to investment distortion.
Table 13
Comparisons between $CC_{tax}$ and $RRI_{tax}$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>0.0832</td>
<td>0.0763</td>
<td>0.0822</td>
<td>0.0648</td>
<td>0.0078</td>
<td>0.1774</td>
<td></td>
<td></td>
</tr>
<tr>
<td>s.d.</td>
<td>0.0151</td>
<td>0.0091</td>
<td>0.0085</td>
<td>0.0046</td>
<td>0.1140</td>
<td>0.0982</td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>0.0549</td>
<td>0.0557</td>
<td>0.0615</td>
<td>0.0550</td>
<td>-0.1988</td>
<td>-0.1049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>0.1236</td>
<td>0.1092</td>
<td>0.1069</td>
<td>0.0791</td>
<td>0.3625</td>
<td>0.5874</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

diff: test statistics

<table>
<thead>
<tr>
<th>firms</th>
<th>diff &gt; 0</th>
<th>t-test</th>
<th>Wilcoxon</th>
<th>Pearson</th>
<th>Spearman</th>
<th>Kendall</th>
</tr>
</thead>
<tbody>
<tr>
<td>period[1]</td>
<td>284</td>
<td>130</td>
<td>1.832</td>
<td>0.856</td>
<td>0.816</td>
<td>0.809</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.155</td>
<td></td>
<td>0.727</td>
<td>0.732</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>43.42</td>
<td></td>
<td>0.541</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20.68**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>period[2]</td>
<td>572</td>
<td>566</td>
<td>41.71**</td>
<td>0.727**</td>
<td>0.541**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>43.12**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20.68**</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Note) $CC_{tax}$ is the weighted average cost of capital computed from the data, and $RRI_{tax}$ is the after-tax required return on investment estimated from the basic form of this study. diff is the rate of their difference; diff = $(CC_{tax} - RRI_{tax})/RRI_{tax}$. “t-test” is the t-statistics under the hypothesis that $CC_{tax}$ and $RRI_{tax}$ have the same mean. “diff > 0” denotes a Z-value under the hypothesis of diff = 0. “Wilcoxon” is non-parametric statistics Z of the Wilcoxon test. “Pearson” is an ordinary correlation coefficient, and “Spearman” and “Kendall” are non-parametric rank correlations. ** represents 1% significance level.

Table 14
Transition of $CC_{tax}$ and $RRI_{tax}$

<table>
<thead>
<tr>
<th></th>
<th>total</th>
<th>same movement</th>
<th>(percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>firms</td>
<td>278</td>
<td>183</td>
<td>(65.8%)</td>
</tr>
</tbody>
</table>

(Note) The number of firms whose $RRI_{tax}$ can be calculated for both the periods is “total.” For all the firms, $RRI_{tax}$ declines from period[1] to period[2]. The number of firms whose $RRI_{tax}$ and $CC_{tax}$ move together is “same movement.” From the large sample sign test, ” indicates that they move the same way with 1% significance.

6. Conclusion
This study calculates the required return on investment through an extended capital structure model that includes the agency costs of debt. The WACC, which is standard in an investment decision, is obscure in that it lacks theoretical foundation beyond the Modigliani and Miller (1963) hypothesis. Although the WACC approximates true required return, it is necessary to compare the WACC with the required return calculated from the model for actual firms in order to investigate how precise the approximation is. Since the WACC overestimates the required return for some firms, using the WACC is not always adequate.

Even if a firm has constant return to scale in a capital structure model, the investment strategy that maintains the homogeneity is not necessarily optimal. When the firm depends on outside cash to finance the investment, the wealth transfer to old shareholders at the sacrifice of old debt-holders enables the required return on investment to decrease from a value of the proportional scaling-up investment case. As the result of the transfer, the constant return to scale...
disappears for the investment. The finance which makes old debt-holders lose as much as possible is to issue new debt of all the amount of investment. This means that the pecking order hypothesis holds for investment financing. It is true that the optimal capital structure exists over a firm itself in this model. Nevertheless, all debt financing is preferable to the mixed issuance of debt and equity for the investment. It has become popular to discuss which explains actual firms better, the pecking order hypothesis or the optimal capital structure theory. The more important is to construct a model that attempts to embrace both of them consistently, and this study is an example of this trial.

It is evident that the model of this paper has a limit to its analysis. The pecking order hypothesis is just one of investment financing patterns. The other is that the mix of debt and equity can be more preferable. Without explicit modeling of the mechanism on which agency costs occur, we are not able to investigate further which case is valid. The one-period model is so simple that it has a limitation in dealing with investment, which is a dynamic problem. Its logical defect lies in the assumption of Equation (7) and constant $\alpha$ in Equation (15). In order to overcome these difficulties, it is inevitable to model the mechanism generating agency costs. Then keeping it applicable to actual firm's decision is research in the future.
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NOTES

1. Many textbooks published in the United States explain how to use the WACC as the required return in making an investment decision. The most standard are Brealey, Myers and Allen (2011) and Ross, Westerfield and Jaffe (2011).


3. The pecking order hypothesis is pioneered by Myers (1984) and Myers and Majluf (1984). They derived the hypothesis from the information asymmetry. This study depends on a quite different view of the matter. These years there are several empirical studies that investigate which is more applicable to actual firms, the optimal capital structure theory and the pecking order hypothesis. See ShyamSunder and Myers (1999), Fama and French (2002), and Frank and Goyal (2003).
4. For detailed explanation, see Tsuji (2012).
5. In this study, unlike an ordinary notation such as \( N(\mu, \sigma^2) \), the second variable of \( N(\cdot, \cdot) \) denotes standard deviation, not variance.
6. There are other parameters which the manager influences indirectly; for example, \( k \) and \( \text{cov}(\hat{R}_M, \hat{Z}) \). We assume that the parameters other than \( L, \mu_Z, \) and \( \sigma_Z \) are given and constant.
7. The concept of verifiability in this paper depends on Hart (1995).
8. Pathbreaking studies about the agency costs are Jensen and Meckling (1976) and Myers (1977). Their arguments are intuitive, not operational. In recent years making efforts to model the mechanism on which agency costs occur is becoming popular and remains to be developed. The more refined the research is, it is losing simplicity and lucidity. The model of this study is so simple that what it means is obvious. For example, using the simple one-period model, numerical examples in Tsuji (2012) examine the effects on the EBIT through the incentives which bring about the agency costs of debt. They derive negative relations between the expected EBIT and debt without Equation (7). The simulation results of the numerical examples are reduced to a function like Equation (7). The function is not always linear. But the author finds that whether it is quadratic or exponential is not essential.
9. Note that the optimal value of \( \sigma_Z \) can exist as an inner solution because \( \hat{Q}_{LS} \) has both convex and concave regions in the function of \( \hat{Z} \).
10. The value of \( \text{ROA} \) in Table 1 is converted from \( R_{ROA} \) in Equation (13) through \( \left( 1 + \frac{1}{15} \right) \text{ROA} - 1 \).
11. This study considers that one period is a very long term like 10 years. For example, a firm recognizes an investment opportunity one month after its foundation. Immediately it finances and executes the investment. This one month of ten years is regarded as the beginning of the period.
12. The most important defect of this model is that \( \alpha \) is constant in Equation (15). \( \alpha \) is endogenous as the result of the investment decision from which agency costs are generated. Equation (15) is, so to speak, a reduced form of the structure that describes agency costs. Without the generation mechanism, it is not so useful to discuss how the value of \( \alpha \) is changed. If a model included the mechanism, arguments would be complicated. For brevity, we avoid confusing investment decision-making, assuming constant \( \alpha \) in this paper.
13. \( \text{RRI} \) is the before-tax value. Its after-tax number \( \text{RRI}_{\text{tax}} \) is calculated from \( \text{RRI}_{\text{tax}} = (1 - \tau)\text{RRI} \). Earnings in this study are the lump-sum of ten years. The results of numerical examples and simulation show what is distributed to each year from the lump-sum. These kinds of conversion have several alternatives. This study produces results under the method which minimizes the difference between \( \text{CC}_{\text{tax}} \) and \( \text{RRI}_{\text{tax}} \). Under an alternative the difference can expand dramatically.
14. \( \text{CC}_{\text{tax}} \) in Section 4 is estimated from the model’s value in simulation. In Section 5, where we focus on comparing the model with an actual firm, \( \text{CC}_{\text{tax}} \) is computed from data.
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